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Abstract
Recent research has shown the potential of Web queries as a source for syndromic surveillance, and
existing studies show that these queries can be used as a basis for estimation and prediction of the
development of a syndromic disease, such as influenza, using log linear (logit) statistical models. Two
alternative models are applied to the relationship between cases and Web queries in this paper. We
examine the applicability of using statistical methods to relate search engine queries with scarlet fever
cases in the UK, taking advantage of tools to acquire the appropriate data from Google, and using an
alternative statistical method based on gamma distributions. The results show that using logit models,
the Pearson correlation factor between Web queries and the data obtained from the official agencies
must be over 0.90, otherwise the prediction of the peak and the spread of the distributions gives
significant deviations. In this paper, we describe the gamma distribution model and show that we
can obtain better results in all cases using gamma transformations, and especially in those with a
smaller correlation factor.
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1. Introduction

Syndromic surveillance systems are concerned with the continuous monitoring of public
health-related information sources and the early detection of adverse disease events. They
play an increasingly important role in healthcare systems as concerns for timely response
to infectious diseases and epidemic outbreaks are increasing worldwide. More than 75,600
people [23] have died from infectious diseases in the European Union in the last 12 years.
Furthermore, the number of deaths from a specific infectious disease such as influenzawas
120,176 worldwide [24] during the period 2003–2008, and many thousands of people have
suffered more or less serious symptoms. These figures highlight the importance of surveil-
lance systems that integrate as many information sources as possible.

Scarlet fever is a disease caused by infection with the group A Streptococcus bacteria [1].
Scarlet fever was once a very serious childhood disease, but is now treatable. There are
some known risk factors associated with the infection, including the disease’s time of
onset (March–June), as described by Wang et al. [2]. We also know that the epidemics
of scarlet fever have gone through different phases in the past, as evidenced by the
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model of scarlet fever in Liverpool (UK) between 1848 and 1900, reported by Duncan et al.
[3], based on annual death data. Scarlet fever infection consequently remains an interest-
ing case for surveillance, as outbreaks may arise due to different factors from the past.

Syndromic surveillance relies on the real-time use of information about the population
to identify health issues of concern and address them before they become epidemics. As a
consequence, a syndromic surveillance system implements a variety of outbreak detection
algorithms, requiring a good understanding of the strengths and limitations of various
detection techniques and their applicability [4], including data available via the Web
and searches of physicians’ databases [5].

Traditional syndromic surveillance systems are based on data collected at national or
international level by the competent authorities, but a Web surveillance system has not
been officially established despite several efforts. At an international level, useful data
on various diseases are examined by theWorld Health Organization (WHO) and European
networks such as the European Influenza Surveillance Network (EISN) [16] and the Euro-
pean Influenza Surveillance Scheme (ESSI) [17].

Recent research has investigated the potential of using Web search data to predict the
patterns of the spread of infectious diseases. Ginsberg et al. [6] examined the history of
Google search queries to ‘track influenza-like illness in a population’. That work was
based on data from the US Centers for Disease Control and Prevention (CDC) [21] for in-
fluenza. The findings of this research resulted in the conclusion that the relative frequency
of certain queries is highly correlated with the percentage of visits to a physician in which
the patient presents with influenza-like symptoms. Other similar studies have confirmed
the hypothesis that Web data represent a reliable and effective source of information for
syndromic surveillance. For example, Hulth et al. [7] analyzed the data submitted to a
Swedish Web site (www.vardguiden.se) [24] and used partial least squares regression
(PLSR) to confirm the reliability of the data. Another study related to an Internet Search
Term Surveillance for Flu was reported by Polgreen et al. [8]. They examined the queries
submitted to the Yahoo! search engines using linear regression methods. Similarly, An-
dersson et al. [9] used covariates to interpret the connection of influenza-like illness
(ILI) to weekly laboratory diagnoses of influenza (LDI). The work of Johnson et al. [10] is
also worthy of mention as a less recent one analyzing Weblogs for similar purposes.

In view of the recent research mentioned above, surveillance systems based on Web
data appear to have some potential for complementing other techniques [4] that assist
national health plans (e.g. for immunization policies) and International Coordination
Systems, such as the European Surveillance Networks (EISN and EISS).

All the studies mentioned above have used various statistical estimation methods and
given interesting and promising results. In particular, the study of Ginsberg et al. [6]
gives fairly accurate estimations of visits to the doctor using Google data based on log
linear models. However, a major problem occurs when the correlation of data is less stat-
istically significant at the level of α = 0.05 (95% confidence interval and Pearson correlation
factor <0.90), which mainly leads to inaccurate estimations of epidemics’ peaks and the
spread of a disease, even in a case of a known distribution such as the gamma distribution.

The main focus of this paper is to use data from Web search queries from Google
Insights for Search and to highlight the correlation with scarlet fever in the UK using
two statistical methods. Therefore, the goals of this research are as follows:

. to use the application and analysis of the statistical model described by Ginsberg et al. [6]
for a different disease, that is, scarlet fever, based on data obtained from the Health Pro-
tection Agency of the UK and
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. to give alternative estimation and prediction models based on gamma distribution; esti-
mation models are used to find correlations between the two kinds of data, and predic-
tion models use estimation models using both a logit model and a gamma distribution
model.

Google Trends and Google Insights for Search are useful tools that can provide data from
specific Web queries submitted in Goggle search engine. These data were compared with
the data from the UK agency in order to determine the correlation between the true devel-
opment of scarlet fever and the amount of search queries submitted to Google search
engines, that is, to find the correlation between what people are searching for and what
is really happening.

As a summary of the results, it can be said that if a known distribution can be identified,
the estimation is better, especially in cases in which the correlation is not significant
enough. When analyzing the case of scarlet fever in the UK for the years 2008, 2009 and
2010, we found that the Pearson R is above 0.90 only in the year 2009. When applying
gamma distribution models, taking the highest R (year 2009) as the base, we obtained
(1) a better estimation of the peaks of this disease and (2) better correlation factors. The
overall figures are given in Table I.

The results of this study highlight the need for testing alternative statistical models for
various diseases, as the accuracy of the models is critical in detecting outbreaks.

The rest of this paper is structured as follows. Related work is described in Section 2. The
materials used for the study are briefly described in Section 3, with an explanation of their
structure and the different methods applied to acquire them. The statistical methods and
processes are provided and related to the method described by Ginsberg et al. [6] in
Section 4. This section is divided into two parts. In the first part, the analysis of the logit
model is provided, and in the second part, the alternative gamma distribution model is
presented. The limitations of the two models described are discussed in Section
5. Finally, conclusions and outlook are provided in Section 6, followed by
Acknowledgement.

2. Related work

2.1 Johnson et al. [10]
The main purpose of the study by Johnson et al. [10] was to determine whether the level of
influenza in a population correlates with the number of times Internet users access infor-
mation about influenza on health-related Web sites. The data used were gathered from
Weblogs, which contain information about the users and the information the users
accessed, and are maintained electronically by most Web sites, including HealthLink.
These data were produced using weekly counts of the number of accesses of selected
influenza-related articles on the HealthLink Web site, and their correlation with traditional
influenza surveillance data from the CDC was measured using the cross-correlation func-
tion (CCF). Timelines were then defined as the time lag at which the correlation was
maximum.

In particular, this study analyzed data from http://www.cdc.gov/ncidod/diseases/flu/
weeklychoice.htm during the influenza season (October–May) in the USA, and data sets
were obtained from the CDC Web site.

The relevant HealthLink Web articles were identified by reviewing the titles of all the
1,504 articles available on HealthLink in 2001 and 21 articles that users with influenza
might consult for information about their illness were identified. The result of this pro-
cedure was a set of 17 influenza-related articles that were also assigned into two groups –
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Diagnosis/Treatment (11 articles) and Prevention/Vaccination (6 articles). It is also very
important to note that a Perl script was developed to identify accesses to the 17 influen-
za-related articles in the Web access logs.

The statistical method used was a cross-correlation analysis, using the CCF to measure
the correlation between article access counts and influenza activity.

The study came to the conclusion that there was a moderately strong correlation
between the frequency of influenza-related article accesses and the CDC’s traditional sur-
veillance data, but the results on timelines were inconclusive. Furthermore, using
improved methods developed for performing spatial analysis of the data and the continu-
ing increase in Web searching behavior among Americans, the conclusion was that Web
article access has the potential to become a useful data source for public health early
warning systems.

2.2 Polgreen et al. [8]
The study by Polgreen et al. [8] used search queries from http://search.yahoo.com between
March 2004 and May 2008, counting daily unique queries originating in the USA and con-
taining influenza-related search terms. These counts were divided by the total number of
searches, and the resulting daily fraction of searches was averaged over the week. The esti-
mation was performed using linear models, using searches with 1–10-week lead times as
explanatory variables, to predict the percentage of positive influenza cultures and the
deaths due to pneumonia and influenza in the USA.

Two types of US influenza surveillance data were used. The first type of data is based on
weekly influenza cultures from clinical laboratories throughout the USA which are
members of either the WHO Collaborating Laboratories or National Respiratory and
Enteric Virus Surveillance System (NREVSS). The second type of data summarizes
weekly mortality from pneumonia and influenza. These data were collected from the
122 Cities Mortality Reporting System.

Using the culture data, a linear model was fitted to test the predictability of search fre-
quency on positive influenza cultures, including a time-trend variable (t). The results
showed that there was a positive relationship between the fraction of influenza-related
queries and positive influenza culture rates two weeks later ( p < 0.001).

Separate models were also fitted with lags from 1 to 10 weeks for each of the nine US
census regions. The results were similar to those of the national model, with the best
fitting models predicting positive influenza cultures 1–3 weeks in advance. The average
R2 at 2 weeks was 0.3788. However, values varied from a high value of 0.5729 in the East
South Central region to a low value of 0.1656 in the Mid-Atlantic region.

In the second type of data, there was also a positive relationship between the fraction of
influenza-related search queries and pneumonia and influenza mortality 5 weeks later
( p < 0.001). For each of the nine US census regions, the average R2 at 5 weeks was
0.3041. However, the values varied from a high value of 0.4250 in the East North Central
region to a low value of 0.1227 in the Pacific region.

2.3 Andersson et al. [9]
In the study by Andersson et al. [9], the aim was to suggest both simple and advanced rules
for how to predict the time and height of the peak of LDI by means of very early obser-
vations. The incidences of laboratory-diagnosed cases were compared with the sentinel
reporting to examine their relationship and the usefulness of these series for predicting
yearly outbreaks.

The data used were on ILIs reported to the Swedish Institute for Infectious Disease
Control (SMI) by sentinel physicians, while laboratory-verified infections were reported
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by microbiological laboratories. The reporting systems are described at www.
smittskyddsinstitutet.se. A Web-based system called Sentinet was developed in Sweden
in 2003 for use by both sentinel physicians and laboratories in order to facilitate the sub-
mission of data to SMI. The ILI data used in this study covered seven seasons, from the
1999–2000 season to the 2005–2006 season. Data on eight seasons were used for LDI
(also including 1998–1999). LDI included influenza cases of both type A and type B.

The incidence of influenza during each season was estimated as a unimodal regression
on time. The analysis used the methodology of nonparametric least squares under the
order restriction of unimodality, but without any other assumptions on the regression
function. This technique produced consistent estimates for the time and the height of
the peak. All analyses were performed by fitting a linear regression to the time of the
peak with the estimated early characteristics as independent variables. A similar analysis
was carried out for the height of the peak. The predictions were carried out using covariates
calculated from data in early LDI reports.

The results showed a relation between ILI and LDI that was investigated, and it was
found that the ILI variable is not a good proxy for the LDI variable. The advanced predic-
tion rule regarding the time of the peak of LDI had a median error of 0.9 weeks, and the
advanced prediction rule for the height of the peak had a median deviation of 28%. Fur-
thermore, through suggested rules for each of the above steps, it was found that this
model can give rough predictions as early as about 8 weeks before the peak appears.
More advanced prediction rules based on smoothing with unimodal regression giving
greater precision have also been suggested.

Finally, the conclusion was that the timing and height of the peak of the yearly influenza
season can be reasonably well predicted using available early data and simple rules. Better
predictions are achieved using nonparametric regression.

2.4 Ginsberg et al. [6]
Thework by Ginsberg et al. [6] aggregated historical logs of onlineWeb search queries sub-
mitted to Google search engines between 2003 and 2008 and then computed time series of
weekly counts for 50 million of the most common search queries in the USA. Separate
aggregate weekly counts were kept for every query in each state for which time series
were built. Each time series was normalized by dividing the count for each query in a par-
ticular week by the total number of online search queries submitted in that location during
the week, resulting in a query fraction.

Themodel was developed based on data from the CDC’s US Influenza Sentinel Provider
Surveillance Network. An automated model was designed to examine ILI-related search
queries to include the appropriate ones into the model.

This process revealed the top 45 queries to be used in the final model. The number of
queries in each topic was indicated, as well as query volume-weighted counts, reflecting
the relative frequency of queries in each topic.

Finally, a linearmodelwas fitted toweekly ILI percentages between 2003 and 2007 for all
nine regions, thus giving a single region-independent coefficient.

The correlation of data was based on a log linear model and the findings showed that
there is a significant correlation and, in consequence, there is a capability across the
nine regions to consistently estimate the current ILI percentage 1–2 weeks ahead of the
publication of reports by the CDC’s US Influenza Sentinel Provider Surveillance Network.

In conclusion, the study considers that Google Web search logs can provide one of the
most timely, far-reaching influenzamonitoring systems available today, since the estimates
are current every day, while traditional systems require 1–2 weeks for surveillance data to
be gathered and processed.
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2.5 Hulth et al. [7]
The hypothesis of thework by Hulth et al. [7] was similar to thosementioned above, that is,
queries on influenza and ILI would provide a basis for the estimation of the timing of the
peak and the intensity of the yearly influenza outbreaks which would be as good as the
existing laboratory and sentinel surveillance.

This study was based on the calculation of the occurrence of various queries related to
influenza from search logs submitted to a Swedish medical Web site during two influenza
seasons (total queries submitted to the search engine were 1,522,802 in 2005/2006 and
2,699,097 in 2006/2007).

The statistical method used was the PLSR applied in highly correlated data. The findings
of this work showed that certain Web queries on influenza follow the same pattern as that
obtained by the two other surveillance systems for influenza epidemics and that they have
equal capacity for the estimation of the influenza burden on society. The conclusion was
that there is potential for Web queries to be used as an accurate, cheap and labor-extensive
source for syndromic surveillance.

By using this statistical approach, which takes various queries into account, and by
loading weights of these queries, the results showed that most of the selected types of
queries followed the same epidemic pattern as the sentinel and the laboratory influenza
data.

2.6 Zhou and Shen [11]
In the study by Zhou and Shen [11], unique search queries submitted to the Baidu search
engine in 2008 that contained disease-related search terms were counted. The news
articles aggregated by Baidu’s robot programs that contained disease-related keywords
were also counted. This research found that both the search frequency data and the
news count data have a distinct temporal association with disease activity.

The results were based on an examination of the Baidu search database for infectious
disease surveillance. With millions of search queries collected in 2008, unique queries
associated with infectious-disease-related terms every day were counted and the search
frequency data were used as the first data source for predicting disease occurrence. The
diseases that were examined were scarlet fever, dysentery, AIDS and tuberculosis, as
well as the number of deaths attributable to AIDS and tuberculosis.

To measure disease occurrence, two types of data were used, published by the Chinese
CDC (http://www.chinacdc.net.cn/n272562/n276018/index.html accessed on 20 March
2009). The first type of data is based on the number of people infected with scarlet fever,
dysentery (including both bacillary dysentery and amebic dysentery), AIDS and tuberculo-
sis, while the second type of data summarizes the monthly mortality attributable to AIDS
and tuberculosis.

The statistical method that was used is the traditional linear regression analysis method,
comparing the correlation between resulting estimates and the disease occurrence
measurements.

Since this study examined various diseases, the conclusion included a comparison
between them. The conclusion was that the timing and size of epidemic outbreaks vary
from disease to disease, hindering efforts to produce reliable and timely surveillance
results of different infectious diseases. However, it was found that both the disease-
related search frequency and the disease-related news count have a distinct temporal
association with disease activity. In addition, the models performed better for some
regions than for others, suggesting that events in some regions may increase searches in
other regions. The authors of this study also noted that additional work is needed to
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examine the spatial relationship between Internet searches and the geographic spread of
different infectious diseases.

In general, themodel described in this study is considered to be able to publishup-to-date
surveillance results, which are about 10–40 days ahead of the release of Chinese CDC reports.

3. Materials

The collection of time series can be extracted fromGoogle Trends [19] and Google Insights.
Google Trends analyzes a portion of Google Web searches to compute how many searches
have been done for the terms entered, relative to the total number of searches done on
Google over time. Similarly, Google Insights for Search ‘analyzes a portion of worldwide
Google Web searches from all Google domains to compute how many searches have
been done for the terms you’ve entered, relative to the total number of searches done
on Google over time’. They are based on the same data but with different resolutions,
and the latter provides additional user tools.

Google Insights was found [18] to be more useful for this study as it provides some
additional tools and it enables detection of keywords that are similar to those we are
searching for. In particular, Google Insights gives options for year, category and country
and useful information on other keywords being searched for and keywords of increasing
searches, whichmay assist in identifying the keywords to search for, especially in large data
sets.

Google Insights for Search analyzes a portion of worldwide Google Web searches from
all Google domains to compute howmany searches have been done for the terms entered,
relative to the total number of searches done on Google over time. The results can be seen
either by graphs or by downloading a csv file with data, provided that there is a Google
account to login to. This downloading can be done from the results page using an Internet
browser or by programming amodule to connect and download the data, such as a Python
script.

We addressed search terms related to ‘scarlet fever’ in the UK for the years from 2004 to
present. We conducted 25 (single or mixed) searches. Table I presents the comparison of
correlation factors for every model used.

Table II presents the examined queries from Google Insights, where the column
‘keyword’ shows the word used in the query. The column ‘results’ shows the number of
different kinds of queries submitted to Google using the keyword concerned. For
example, for the keyword ‘Scarletina’, the number 51 means the 51 different combinations
of queries that use this word together with any other word, for example, ‘Scarletina Fever’,
‘Scarletina England’, etc. The final column, ‘statistical significance’ shows whether there is
a statistical significance of over 0.90. If so, thenwe include it in themethod.When the value
in this column is ‘no’, this means that the significance is less than 0.90.

We established a requirement that the Pearson correlation factor (R) had to be above
0.90 and the significance level (α) had to be 0.05, so that the results are reliable and

Table I. Comparison of correlation factors (Pearson R).

Year of study R, using logit model R, using gamma

2008 0.784281 0.864317
2009 0.901928 0.970211
2010 0.808869 0.890108
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appropriate for use for estimation and forecasting purposes. We took R > 0.90, because as
mentioned above, a smaller R does not give a good statistical basis and a = 0.05, assuming
a confidence interval of 95%, which is widely used in statistical science. The most statisti-
cally significant query was ‘scarlet fever’ and we decided to use only that, as the others did
not meet the requirements for reliability.

A Python script was used to gather data fromGoogle Insights. This language can be used
in both Windows and Linux-based systems, since it is open source. A script of this kind
consists of the following parts:

Part 1. Declarations
This declares the inner Python modules to be used, such as
import cookielib,import os, import urllib, import urllib2, import re, import csv

Part 2. Login parameters
The Google username and password, keywords, the country (geo), etc.

Part 3. Persistent cookie to be saved
“PersistentCookie”:“yes”,

Part 4. The connection to Google using the login data populate the cookie
login_data = urllib.urlencode(self.login_params)…..
and finally

Table II. Google Insights search queries used, the results obtained and their statistical significance.

Query number Keyword Results Statistical significance

1 scarlet fever 37 Yes, >0.90
2 scarlet fever + complication 47 No
3 scarlet fever + remedy 81 No
4 scarlet fever + symptoms 49 No
5 terms for + scarlet fever 58 No
6 specific + scarlet fever + symptoms 50 No
7 antibiotic +medication 82 No
8 scarlet fever + antibiotic 37 Yes, <0.90
9 antiviral + medication 78 No
10 scarlet (health) 37 Yes, <0.90
11 scarlet fever (health) 36 Yes, <0.90
12 scarlet 72 No
13 infection + scarlet fever 86 No
14 infectious + disease 78 No
15 scarlet + pharmacy 89 No
16 fever (health) 55 No
17 fever (all) 44 No
18 infectious + fever 46 No
19 therapy no No
20 fever + virus 60 No
21 scarlet + fever 52 No
22 scarlet fever rash 39 No
23 scarlet fever + rash 63 No
24 scarlet + fever + rash 59 No
25 Scarletina 51 Yes, <0.90
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Part 5. Obtaining the data and saving it to file as .csv
#to get the data:
self.raw_data=
self.opener.open(“http://www.google.com/insights/search/overviewReport?”+params).read
()
# to save the data, e.g. for Spain as spain.csv
fileObj = open(“spain.csv”,“w”)

The data for scarlet fever were obtained from the UK’s National Health Agency (http://www
.hpa.org.uk/), with the weekly reports saved in .pdf format. For instance, the ‘NOIDS
weekly report 0905’ [22] is for the year 2009, week 5. Each report includes data for the pre-
vious 6 weeks and the notifications of infectious diseases by civilians to doctors, before
these are confirmed in the laboratory.

The data fromGoogle Insights include the date for every week (week start–end date) and
the proportion of worldwide Google Web searches (in absolute figures) for the specified
disease and country. These data were used in this study.

4. Methods and results

Despite the various statistical methods used in previous works, we focused on the model
used in the study by Ginsberg et al. [6]. The overall approach was to use a log linear model
to confirm a hypothesis. Nevertheless, all the methods were used to confirm an initial
hypothesis – in this case the relationship between data from the Web queries and those
from the Health Agencies.

All the models in general can be summarized as follows:

. First, a base model is used to retrieve the mathematical relation of data.

. The parameters of the model are then estimated.

. The model is applied to other cases (years, countries and diseases).

. Finally, the results are found and interpreted in order to confirm or reject the initial
hypothesis.

4.1. Linear regression model
The general objective of this model is to test the correlation of the query data (Q values) to
the probability of scarlet fever (P) using the parameters of the log linear regression.

Here, we state the use of the linear log model logit(P) = bo + b1 × logit(Q ) + ε, where
logit(P) is equal to

log
P

1− P

( )
= log(P) − log(1− P),

which is the logit of the observed data from the Health Agency,

logit(Q) = log
Q

1− Q

( )
= log(Q) − log(1− Q),

which is the logit of the Google query values and b0 and b1 are the parameters of the linear
model and ε is the error of the estimate.

In statistics, we interpreted the results of this model, as Vasicht [12] did in his paper
‘Logit and probit analysis’, as follows:
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. As P goes from 0 to 1, the logit goes from −00 to +00 and although the probabilities lie
between 0 and 1, the logits are not so bounded.

. Although the logit is linear to X, the probabilities are not.

. The interpretation of the model is as follows: b1 is the slope and b0 is the intercept.

. If we want to estimate the probability rather than the odds of an event, this can be done
directly once the estimates b0 and b1 are available.

. Finally, the linear probability model assumes that P is linearly related to every X, in this
case to Q, while in the logit model, the log of odds is linearly related to Q.

Applying the above model, we can estimate the parameters of the regression (b0
= 1.36297415014423 and b1 = 1.37354944429685), find the logit(P) and finally turn the
logit(P) into P using the following equation:

P(1+ elog it(P)) = elog it(P) ⇒ P = elog it(P)

1+ elog it(P)
,

which is the estimated P from this model.
The result obtained by applying linear regression is shown in Figure 1.
In Figure 1, p shows the real frequencies of cases, while p′ shows the estimation made

with the logit model using Google query data. The model has a good fit with Pearson
R = 0.90192280395531.

Figure 2 shows a residuals chart, in which the residuals are scattered close to the fit line,
with no known tendency, and the specific model is, therefore, statistically correct.

Using the above model 1 year backward (2008) and one year forward (2010), we found
that these years do not offer a good estimation using this model. The results are apparent in
Figure 3.

As shown in Figures 3 and 4, the model describes data well enough only for the year
2009 and not for the other 2 years. It can be seen that the peak of the real data differs a
great deal from the estimated values. The reason for this is the lower Pearson R factors,
which are even less than 0.80, as described in the introduction.

4.2. The gamma distribution model based on differences
After considering the above estimates, we understood the difficulties, but still had one
important finding: the data for every year seemed to follow a gamma-like distribution. If

Figure 1. Estimation of the log linear model (logit) for the year 2009.
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we could ascertain it for the year 2009, the gamma transformation gives a good estimate,
and we can use this distribution as the basis for evaluating the other years.

The general objective of this model is to estimate the probability of scarlet fever of a
gamma distribution ( f ) from the search query data (x), using the parameters of the
gamma distribution.

A general gamma distribution (the probability density function, f ) can be found using
the following equation:

f (x; k; θ) = xk−1 e
−x/θ2

θκΓ(κ) , x ≥ 0, k, θ ≻ 0,

where

Γ(κ) = (κ− 1)! for the positive integer of k,

or generally Γ(k) =∫
∞
0 ts−1 e−t dt

Since we were modeling time series, we used the cumulative density function (F) and
specifically the three-parameter gamma (Gamma-3P CDF), applying it to the following
equation:

P′ = [G(Googley) · G(df2009) · Adjy] + c,

where P′ is the predicted probability of the model for scarlet fever, G(Googley) are the
values of Google data corresponding to the gamma distribution of the year y and G
(df2009) are the values corresponding to the gamma distribution of the differences
between the observed and expected values for the year 2009, which is the year with the

Figure 3. Estimation of the log linear model (logit) for the year 2008.

Figure 2. Residuals of the model.
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highest Pearson factor.
Adjy is the adjustment factor for every year y. It is given as follows:

Adjy = 1− ln(by) − ln(a2009)
8

[ ]
,

where ln(by) is the natural logarithm of the b-parameter of gamma distribution of the
Google values for each year y and ln(a2009) is the natural logarithm of the a-parameter
of gamma distribution of Google values for the year 2009. The scale adjustment values
must, therefore, be calculated as follows:

c = 1−∑26
w=1 p

n− 6
, n ∉ {max(n),max(n− 5)},

where c is the scale adjustment value, since the sum of p-probabilities is less than 1 for
years other than 2009 and for the all the n-weeks, except for the week with the peak and
the 5 weeks before it.

The above model assumes that the differences for every year are equal to the X adjust-
ment coefficient based on the observed data from Google plus c.

Applying this model for the year 2009, we obtained the results shown in Figure 5.

Figure 4. Estimation of the log linear model (logit) for the year 2010.

Figure 5. Estimation for the year 2010 using gamma.
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It is obvious that the adjustment coefficient of the year 2009 is equal to 1 and c = 0.
From this figure, we can make a very good estimation both for the peak of the disease

and for its spread. In statistical terms, we obtained a better Pearson correlation factor (than
the logit model) of 0.970211. This means that we can use this estimation as the basis for
other years.

Applying this model for the other years, while knowing nothing about the distribution of
the cases, but only the data fromGoogle, we obtained the results shown in Figure 6, and for
the year 2010, we obtained the results shown in Figure 7.

It is obvious that the estimation for the years 2008 and 2010 is better when this model is
used, since we obtained better probability peaks and better Pearson factors, as mentioned
above.

To conclude this analysis, we present the table of distributions in Table III.
The following should be considered at this point:

1. The identification of a known distribution cannot always be successful, but when it
exists, it contributes to simplifying the procedure and possibly to a better Pearson R.

2. The adjustment coefficient is 0.70 for the year 2008, and it is 0.87 for the year 2010. This
means that for every year with the peak of probability being less than or equal to the
peak of the year 2009, this factor should be expected to be between 0.5 and 1, yielding

Figure 6. Estimation for the year 2008 using gamma.

Figure 7. Estimation for the year 2010 using gamma.
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Table III. Table of distributions.

Data

2009 2008 2010

Parameters a b γ a b γ a b γ

Scarlet fever 1.3117 56.426 5.254 3.3782 16.61 −0.1313 0.83389 45.913 12
Time 30.585 2.745 −57.512 30.585 2.745 −57.512 30.585 2.745 −57.512
Google 1.4665 19.392 10.562 1.3974 14.562 12.689 4.0567 10.233 13.071
df 1.6784 33.262 −15.557 4.082 9.6031 −16.258 1.8681 0.00855 −0.00424
Scarlet fever/df 1.279561 0.58948 −2.96098 1.208336 0.578152 123.8233 2.240224 0.000186 −0.00035
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lower values as the Pearson R falls. For the possibility of a higher peak than that of the
year 2009, the factor is expected to be greater than 1.

3. Assuming a distribution or not results in a procedure of prediction, where the predicted
value for every Pt, t > 0, depends on previous estimates, no matter how these are made.
This means that every subsequent step of prediction depends on a previous series of
values, that is, a bound probability.

4.2.1 Prediction
The above hypothesis has the following advantages and capabilities:

. It predicts the spread of scarlet fever on the basis of a known distribution.

. It predicts future values for the weeks after the 41st week.

Nevertheless, it is an a posteriori model based on the knowledge of the peak. In terms of
prediction, what happens if wewant to perform a prediction before the peak arrives? In this
case, we could establish prediction models 5 weeks earlier before the peak is known, that
is, in the 8th week. We, therefore, do not know beforehand the parameters of the distri-
bution and the peak. Instead, we only know the data for the first few weeks.

In order to achieve a reliable predictionmodel, we have to complete the following tasks:

1. estimate the peak and
2. for the weeks after the 8th week.

To estimate the peak for the years 2008 and 2010, a nonparametric model should be used
as follows:

max(y) = P(google,8 )
∑8

w=4 Pscarlet,w /Pgoogle,w

4
· ��

3
√

,

where max( y) is the peak for the year y and P(google,8) is the google value of the 8th week.
To construct the prediction model, we used the following:

P′ = [max ·G(Googley) · G (dfy) · Adjy] + c,

where P′ is the predicted number of cases and G(Googley) are the values from the gamma
distribution of the Google values for the first 8 weeks for the weeks after the 8th week the
corresponding values for the year 2009 are used (as basis). G(dfy) are the values from the
gamma distribution of the differences (Cases − Google values) for the first 8 weeks. For the
weeks >8, the corresponding values for the year 2009 are used (as basis). Adjy is the adjust-
ment factor of the distribution. Its value is always 2 and is applied only in the 9th week. c is
the smoothing constant, which is as follows:

Week c

9–21 1

22–47
P(scarlet,w=52 )

2
= 20.54

47–52 P(scarlet,w=52 ) = 41

where P(scarlet,w = 52) is the
value of scarlet fever for the
last week of the year 2009.
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By building this model, and only having data for the first 8 weeks, we canmake a prediction
for both the peak and the spread and for every week after the 8th week, before we even
obtain the future data. Since the peak occurs in the 13th (or 15th) week, our prediction
model gives an estimation 5–7 weeks earlier.

The results are shown in Figures 8 and 9.
The correlation factors are given in Table IV.

5. Limitations

At this point, we must refer to the limitations of the models used:

a As regards the log linear model, the best goodness of fit can be obtained on data with
high correlation factors (R > 0.90), as mentioned above.

b There are two requirements for the gamma distribution model:
. the identification of a gamma distribution and
. the existence of at least one distribution with R > 0.90 to be used as a basis,

c The limitations of using data from Web queries are related to the technology’s public
penetration and the nature of the disease being studied. In specific terms, the limitations
are as follows:

Figure 8. Prediction for the year 2008.

Figure 9. Prediction for the year 2010.
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. The size of the data. The bigger the data set, the greater the number of different esti-
mations that can be made; for example, for influenza it is best to make estimations
across regions of relatively big countries, such as the USA. However, for scarlet
fever, a smaller data set cannot be used in the analysis.

. For influenza, we can obtain large data sets for many countries, but public surveil-
lance of other diseases such as scarlet fever provides limited data for limited periods.

. The Internet penetration among the public must be high enough for statistically sig-
nificant data to be retrieved.

. The differences in symptoms in some cases are significant; for example, an online
search for a serious situation would be of less importance, given that a serious
illness must be dealt with directly by a doctor, probably at a hospital. However, a
less serious disease could have a great deal of references on the Web.

6. Conclusions and outlook

Web query data have an interesting potential as a source of syndromic surveillance. In this
paper, we have provided models for scarlet fever that provide evidence on this potential,
complementing previous research.

In this study, and by means of a pattern that follows a known distribution, using the
combination of parametric and nonparametric methods, we predicted the peak and the
spread of scarlet fever, 5 weeks before the arrival of the peak. This model can also be
applied, even in cases with a lower correlation factor (Pearson R), and it can provide pre-
dictions for the spread of the disease for the whole time series of each year.

As a consequence, a Web surveillance system could provide immediate information on
the spread of a specific disease, not only within a single country, but also between many
countries, before these countries certify their data. In the European Union, progress has
been made on the influenza surveillance system over the years, but not for all the other
diseases in a similar way. Indicators [14] for successful monitoring have been created,
but measurement is different across countries internationally; for example, for ILI visits
of possible influenza patients, the US competent authority (US CDC) uses the proportion
of outpatient visits for ILI as a percentage, while in Europe, the scale is measured using ILI
per 100,000 cases (EISN) and the practice in the past was to use ILI per 1,000 people (ESSI),
a system still used in Greece [20] alongside the new European procedure. Furthermore, a
relative guide by the European Center for Disease and Control (ECDC) [15] includes a
section on planning, preparation and practice for anti-viral assistance between local ser-
vices within 48 h.

In conclusion, in the subsidiary indicators proposed under the section Key Indicator 1,
there is a reference to data based on clinical samples (1.2.a) and structured sampling (1.2.
b.). Although additional networks are not included, what does the sample analysis mean?
It means that the statistical process for immediate action purposes requires immediate
estimation. In the language of statistics, this stands for sample estimation and analysis.
We believe that data from both sample data sets from the official agencies and also from

Table IV. Correlation factors and predicted peaks.

Year Pearson R Predicted peak Real peak

2008 0.891856 115,735 122
2010 0.92926 150,658 150
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the Internet (e.g. Google Insights) can provide such a quick and parametric or nonpara-
metric estimation.
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