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ABSTRACT

The Internet of Things presents unique challenges to the protection of individual privacy. This article highlights the growing need for appropriate regulatory as well as technical action in order to bridge the gap between the automated surveillance by IoT devices and the rights of individuals who are often unaware of the potential privacy risk to which they are exposed. As a result, new legal approaches for the protection of privacy need to be developed.
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1. Starting point: challenges posed by the Internet of Things

1.1. Technological background

The Internet of Things (IoT) as an emerging global Internet-based information architecture that facilitates the exchange of goods and services is gradually gaining importance. The ITU defined the IoT as the development of item identifications, sensor technologies and the ability to interact with the environment. In the meantime, the definition has been widened and it is now encompassing a broad spectrum of device forms that are used in a number of varying settings.

The most commonly known usage of the IoT is based on RFID (radio frequency identification device) technology that aims at preventing the disappearance of goods. However, other forms such as tracking parts through manufacturing processes and measuring variables such as temperature and humidity in a storage facility are common IoT applications as well. In practice, the level of sophistication and the price of RFID can be quite different, starting with the cheap passive device without a power source and limited storage to an active self-powered RFID possessing advanced storage and communication capabilities.

Some of the data that are collected appear to be trivial but for example data relating to a production process could be highly valuable thus requiring appropriate protection. For private purposes, the IoT can be used to increase household efficiency by allowing the devices to communicate and take action such as place an order for goods when the fridge is empty or turn on the washing machine when electricity is cheap. The effects of malfunction created by wrong data (external and internal reasons) might be substantial in particular if a part of the decision-making process in a factory or household is automated. In such a case, the entire production line could be stopped or a customer could end up with double the quantity of goods he required. Furthermore, today all smart phones carry location sensors in them allowing the permanent tracking of their users. All these IoT devices in some form add value to individuals as well as businesses; however, they also cause risks.
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2 RFID are classed according to their level of sophistication. Class 1 and 2 are passive RFIDs and Class 3 and 4 are active RFIDs which are commonly connected to a network and exchange data whereas Class 1 and 2 only are read by a scanner without actively collecting and submitting data on their own.
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1.2 Privacy risks

The IoT devices collect a vast amount of information and, therefore, they also carry a great potential of privacy risks in relation to the use of the data and its access. Particularly the identification of an individual and his behavioral patterns is a growing concern. As IoT devices are increasingly used in all fields of daily life, such as in the health care sector, a great amount of commonly considered private information is stored and collected.

With the growth of these technologies, new safeguards for privacy and data integrity must be created. The IoT has a limitless potential to improve the daily life, for example in health care by allowing the collection of health information (e.g. with new FitBit/Jawbone devices recording basic health information through a wristband or electronic patient chip cards) which can be used to identify disease correlations and support new treatment options as well as remotely monitor the process of the treatment, however, the chances are correlating with the challenges. Similarly, with the help of Big Data analytics the accumulated raw data are highly valuable as specific patterns can be extracted, but the privacy risks naturally inherent are immense as the IoT data could allow the identification of an individual and thus his condition.

The IoT devices usually collect certain data that are often aggregated with other device data and thereafter sent via a router to a communication device (Wi-Fi or cellular) that transfers the data to a cloud server for processing. During this procedure various protocols and compression technologies are employed as the storage space on the devices is extremely limited and cannot cope with the big headers which for example are used for the Internet Protocol IPv6. Currently, providers attempt to filter data as closely as possible to the device that created it since this method avoids unnecessary transmissions and reduces safety risks.

Notwithstanding the fact that discussions about the normative framework governing the IoT are going on for the last five years\(^4\) available legal assessments are still not stable. Furthermore, technologically and practically the interconnection between the devices and infrastructures has not yet reached a level that would allow its application in real life to a broad extent. However, this situation is changing with more and more services being offered based on IoT technology.

1.3 Need for legal stability

In view of the large range of IoT applications it is obvious that the new technological opportunities have organizational, social, and cultural implications. At the same time, various legislative instruments place limits on the IoT and its use in daily life; therefore, a single legal description cannot easily be developed. Moreover, data protection laws and privacy laws related to specific types of data must be considered. From a general perspective, the EU Data Protection Directive (DPD) is influencing the processing of data if the data collected are qualified as personal data. Other sector-specific regulations in particular in the USA [e.g. Health Insurance Portability and Accountability Act (HIPAA)] also have an effect on the data collection and the privacy of the data.

These regulations target at certain types of information, however, in the context of the IoT the definitions used are not sufficient because the IoT raw data are not “personal” on its face as it does not identify an individual. Only through combination and analytical methods can the identity of the individual as subject of data protection regulation be ascertained, which then could potentially submit the data collection to the EU DPD. As the collection by IoT devices is carried out in an automated manner, the risk of being non-compliant with these laws is inherent in their design. Nevertheless, IoT services’ providers as well as consumers do not have a clear picture of the available legal provisions; such kind of normative uncertainty is detrimental to the business.

Therefore, in light of the vast technological developments over the last decade new rules are necessary for the IoT. Even if the IoT applications are quite different causing problems in the harmonization processes, the regulation of a global technology requires a worldwide approach in order to be most effective. In light of the difficulties associated with reaching an agreement on basic data protection and privacy issues, this solution is unlikely to be realized in the near future. Rather a more nuanced approach taking into account technological standards as enablers of data protection as well as national data protection regulations is the more likely scenario.

1.4 First regulatory efforts by the EU

The first supranational organization having dealt with the business and legal environment of the IoT, namely the European Commission, appointed a large group of experts to examine the relevant aspects of a possible IoT normative framework;\(^5\) however, these activities have come to an end. Nevertheless, not only the expert reports are available but also the results of a public consultation that collected about six hundred responses to a broad questionnaire identifying IoT challenges.\(^6\)

As far as privacy and data protection are concerned, the public consultation showed diverging results regarding the issues raised in the questionnaire. The industry was of the opinion that the current data protection framework would be sufficient, whereas a large majority of interested citizens and consumer organizations claimed that a greater focus on privacy and data protection in the context of the IoT would be needed. New instruments such as data protection impact assessments have been largely welcomed.\(^6\) This reflects a common understanding that enterprises wish to expand their business operations whereas consumers still value their fundamental privacy rights and seek a choice as to what information enterprises can use and collect.

According to the public consultation, special emphasis must be placed on user consent as well as on the right of the


\(^5\) For an overview see also R.H. Weber, Internet of Things – Governance quo vadis? CSLR 29 (2013), 341, 342/43.

\(^6\) Reports (supra note 4), 3.
users to delete data. Furthermore, since the possibility to build extensive personal profiles can be hardly avoided, data anonymization is important in the context of data sharing. In addition, the transparency of data collections and the accountability of data collectors are also central points in the privacy discussion.

Subsequent to the withdrawal of the European Commission from the political arena in the IoT field, mainly countries in East Asia (China, Japan) as well as the Federal Trade Commission (FTC) in the United States are continuing the discussions on IoT matters. Obviously, as far as privacy issues are concerned, the different levels of data protection in the mentioned countries create challenges in coming to a common understanding. In view of the fact that Europe recognizes a relatively high data protection level it is important that privacy issues continue to be discussed in the IoT context.

1.5. Key elements of the rule-making processes

The IoT is a global network; in the future not only business will be affected by the IoT, but also civil society using devices and equipment connected to the IoT. Consequently, if regulators consider developing new rules, certain key elements related to the different IoT applications must be taken into account:

(i) Technology (such as the RFID technology) must be “global” in the sense that the same technical processes are applied all over the world in order to ensure interoperability and security. This is the case as industry standards have emerged in particular in relation to passive RFID which is used for theft protection in stores. However, only passive ultra high frequency (UHF) RFID is currently regulated by a single global standard. Business and trade would be substantively complicated if differing national laws would place varying obligations on its use. Therefore, regulatory efforts should be based on globality, as an important pillar of IoT regulation.

(ii) Ubiquity refers to the extension (scope) of the technological environment; the IoT rules, including data protection, privacy laws and technology standards must be designed to ubiquitously encompass persons, things, plants, and animals. This is necessary as the IoT can take many forms and impacts many spheres of human life. Such a regulatory framework should include privacy rules as well as general guidelines on the use of RFID technology.

(iii) Verticality means the potential durability of the technical environment, i.e. it is important for the life of the IoT that technical measures last long enough to not only enable its use in the supply chain until it reaches the final customer, but also for example in the waste management context. A major challenge is caused by the fact that the interaction between IoT generated data and customer generated data (even if unintentionally produced) can have an impact on the technical environment. In the first scenario the data are generated by electronic devices autonomously, based on the way they were designed and programmed. The second situation occurs when the user of an electronic device enters data knowingly, i.e. to improve the function of a device and its utility.

(iv) Technicity is an important basis for the development of rules protecting privacy objectives; several differentiations must be taken into account, namely (i) the complexity of the techniques (active and passive, re-writable, processing and sensor provided products), (ii) the complexity of background devices (reader or other linked media) and the maximum reading range which is designed to cover transparency demands.

1.6. Regulatory agenda

In view of the difficulty to develop a genuine legal environment for the IoT it is advisable to start any rule-making processes on the basis of the technological designs of IoT applications. Notwithstanding the fact that any regulation on an international level is highly ambitious and hard to achieve within the time frame warranted by the growth of the IoT, the normative framework to be established should achieve a global reach and be applicable to every device on earth from its becoming until its destruction, obviously depending on the concrete IoT application. The present lack of international rules requires the leadership of the industries producing and using these devices to self-regulate in order to avoid a large number of potentially varying (data protection) laws across states. Thus, it seems appropriate that the standard-setting by the industry itself should be encouraged as long as this model meets the demands of the market and offers the parties subjected to the IoT the choice as to the level of privacy protection they wish.

Based on this assessment, the following considerations start with a discussion of technological issues, in particular the prevailing devices and software requirements, the privacy enhancing technologies and privacy by design measures as data protection undertakings, the efforts for improving anonymity, and the technological innovations combating newly emerging risks. Thereafter, the main part of the article assesses the challenges for privacy regulations in the IoT environment by analyzing the types of privacy infringements as well as the transparency and data minimization requirements. In this context, special attention should be directed to the problems of data quality and data control as well as to interoperability and connectivity issues. Therefore, legal efforts need to be supported by appropriate industry standards.

2. Security and technology environment

2.1. Devices and software requirements

Cellular devices provide an access point and gateway for other lower technologies such as simple sensors to communicate their
data to a network. Currently microchips are becoming cheaper to produce since IoT sensor prices are dropping below 50 cents per unit. The smaller devices such as RFID will be a main driver of growth in this area over the next decade.12

However, the storage space on simple passive RFID is extremely limited, thus an ongoing flow of information cannot be saved on an RFID tag. Instead of storage, a supply of the collected information via distributed servers on the Internet is made available through linking and cross-linking with the help of an Object Naming Service (ONS).13 The ONS is authoritative (linking metadata and services) in the sense that the entity having (centralized) change control over the information about the Electronic Product Code (EPC) is the same entity that assigned the EPC to the concerned item.14 The ONS is based on the well-known Domain Name System (DNS); but for this reason, the ONS also inherits all of the well-documented DNS weaknesses, such as the limited redundancy in practical implementations and the creation of single points of failure.15

Depending on the IoT device access by a third party would be possible at any point in this chain, starting at the device itself. However, as ongoing aggregated data are of real value the access point (Wi-Fi router or cellular device) is a main entry for hackers and other interested third parties. At this location all data come together before being compressed and sent to a cloud server for processing. The data are generally only encrypted or anonymized at a later stage on the cloud server; this happens after processing and having extracted the valuable information from the data.16 In order to use various types of data new standards are now being designed by giving the research community open-access to the hardware specifications thus allowing to tailor the web applications to the data collected. In doing so the industry also enables criminal parties to profit from such information while at the same time available open source data can be used to identify criminals.17 Therefore, a uniform security standard should be developed by the industry using IoT technology in order to ensure the safety of the data at every step from data collection to processing.

2.2. Security and privacy requirements

The described technical architecture of the IoT has an impact on the security and privacy of the involved stakeholders. Privacy includes the concealment of personal information as well as the treatment of the data. Not only the state is interested in collecting the respective data for public utility18 and national security, but also private actors such as marketing enterprises.19

Since manifold processes are concerned, a high degree of reliability is needed. In the literature, the following security and privacy requirements are described that aim at achieving these goals:20 (i) Resilience to attacks: The system has to avoid single points of failure and should adjust itself to node failures. (ii) Data authentication: As a principle, retrieved address and object information must be authenticated.21 (iii) Access control: Information providers must be able to implement access control on the data provided. (iv) Client privacy: Measures need to be taken that only the information provider is able to infer from observing the use of the lookup system related to a specific customer; at least, inference should be very hard to conduct.

Private enterprises using IoT technology will need to include these requirements into their risk management concept governing the business activities in general in order to limit their exposure.22

2.3. Privacy enhancing technologies and privacy by design measures

A number of technologies have been developed in order to achieve information privacy goals; particularly the following privacy enhancing technologies (PET) are of importance in light of new technologies such as cloud computing and IoT:23 (i) virtual private networks;24 (ii) transport layer security;25 (iii) DNS security extension;26 (iv) onion routing;27 and (v) private

---

18 For example, US Energy Information Administration, How many smart meters are installed in the U.S. and who has them?, available at <http://www.eia.gov/tools/faqs/faq.cfm?id=108&t=1>.
21 R.H. Weber/A. Willi, IT-Sicherheit und Recht, Zürich 2006, 284.
23 For further details see Weber (supra note 3), 24/25.
24 VPN allows the transfer of data through a secured line between an endpoint and the VPN server. The user essentially connects to the internet through that server which is protected by sophisticated firewalls and other protective measures enabling the user to benefit from this infrastructure.
25 TLS is a cryptographic protocol that allows for a secure communication over a network.
26 Domain Name System Security Extensions (DNSSEC) provide DNS clients with authentication of DNS data and ensure data integrity.
27 Onion routing aims at masquerading ones identity through the use of a vast amount of servers. However, it appears that the FBI has developed capabilities to identify individuals using the TOR system.
These technologies aim at ensuring the security of communications as well as the preservation of the identity of a user in instances when such information is not required by another party. They can be seen as methods which all in their own way play an important part in increasing the privacy of users and the data transmitted.

In addition, Privacy by Design (PbD) also forms a cornerstone of future privacy protection. PbD requires the adherence to seven basic principles including a proactive approach to protection measures, privacy as default setting, privacy embedded into the design of the technology, full functionality, end-to-end security spanning the life-cycle of the device, visibility and transparency allowing stakeholders to verify the privacy claims made as well as respect for user privacy. Under the newly proposed EU Data Protection Regulation this approach has been taken up in Article 23 requiring the controller and processor to implement appropriate and proportional organizational measures in order to protect the rights of the data subject. It was also highlighted that this requirement spans the entire lifecycle of the data and must be considered at the time of determining the means of processing as well as the processing itself.

The IoT heavily relies on PET for its further expansion as the technology, in its current state, creates a wide array of privacy risks for individuals who are under constant surveillance either directly or indirectly by these devices. PET must bridge the gap between the simple technology employed in IoT devices and the privacy needs of the users subject to a device’s monitoring capabilities. Furthermore, the mentioned PbD features are to be implemented at the design stage of the IoT device: (i) The data communicated by these devices need to be secured. (ii) The transmission must be anonymized so as to obscure the source as well as the type of data. (iii) The storage of the information collected by the devices on a central server and the data analytics (i.e. Big Data) or other behavioral pattern deriving technologies must be limited in order to prevent identification of individuals in cases in which this is not essential to the provisioning of the service.

Any such information as to the data usage must be unambiguously communicated in order to allow for informed consent. The manner in which the data can be used varies between jurisdictions; however, within the EU as far as personal data are concerned, only a few exceptions are available such as the mentioned informed consent or the requirement to fulfill a contractual obligation entered into by the data subject. In the U.S. limitations only apply to certain types of data such as medical information (HIPAA).

Without clear limitations on privacy infringements through appropriate PET measures the IoT will be inhibited in its expansion as various laws such as the EU data protection framework and other sector-specific laws (i.e. U.S. HIPAA) restrict the collection of personal data, unless strict requirements as to the data subject’s consent or other legal justification are present as well as appropriate security measures are taken.

2.4. From confidentiality to anonymity

Confidentiality is usually provided in some ways in existing privacy technologies as the first objective of privacy is to protect personal context data from being accessed by unauthorized persons. If personal data become public, confidentiality and hence privacy is lost. Privacy as confidentiality represents solutions for anonymizing the collected data (including communications) and minimizing the collection of data.

Anonymity of data relies on cryptographic solutions in order to achieve properties like (i) unlikeliness (two information items or two actions of the same user cannot be related), (ii) undetectability (an attacker is not able to distinguish whether an information item exists), (iii) unobservability (it is not possible to detect whether a system is being visited by a given user), and (iv) communications content confidentiality.

A new model in respect of disclosing information to a third party which protects anonymity of the persons from which the data were collected while still being of value to the third party is called k-anonymity; it aims at reducing the risk of re-identification by linking data sets. In order to achieve this objective, previously the disclosing party had to ensure that there were no outside data available leading to the identification of individuals when combined. Contrary to this approach being highly resource intensive the new k-anonymity addresses the problem of directly matching externally available data and claims that an individual cannot be identified within a set of k users. Thus, a release provides k-anonymity protection if the information for each person contained in the release cannot be distinguished from at least k-1 individuals whose information also appears in the release. In practice the data have to be structured as otherwise this method is not able to ascertain the variables which it needs to protect from resulting in the identification of an individual.

However, this approach although a valuable contribution to privacy protection is susceptible to background knowledge and homogeneity attacks. Thus, a further refined variant has been proposed, namely the L-diversity; a block of data is L-diverse if it contains at least L well represented values for the sensitive attribute S. However, the first versions of this method were only effective where the release of data was static and not ongoing as this would open the door for potential...

28 Private information retrieval (PIR) allows a user to retrieve information through a protocol from a server without revealing what item is retrieved.
identification. Due to the increased research in this field, the L-diversity method is applicable to incremental data disclosure.35

Other anonymity metrics have also been developed. However, what degree of anonymity is sufficient for a particular scenario is dependent on the debatable legal and social consequences of a data breach. In this context, differential privacy aims at providing means to maximize the accuracy of queries from statistical databases while minimizing the chances of identifying its records.36

Anonymity in communication has the objective of protecting traffic data from concealing who talks to whom. Even if the content of a communication is kept confidential, sensitive information may be leaked by traffic data that include locations and identities of the communicating parties, time, frequency and the volume of communication. Providing anonymous communication is challenging since many communication protocols use unique identifiers.37

2.5. Privacy laws confronted with technological innovations

Various technological innovations have enabled the growth of the IoT and are now part of the privacy challenges that have arisen over the past decade. These technologies include (i) location-based services, (ii) sensor networks, (iii) delay tolerant networks, and (iv) privacy-friendly smart grids.

These technologies are a source of potential privacy risks but could also be part of the solution if they are designed and applied in a way that conforms with privacy standards. In particular, the data collection devices can be designed to include basic privacy protection features from the start. New so-called G2 RFID technology allows the user to hide part or all of the tags memory and the ability to read or alter the data varies depending on the proximity to the tag allowing for more control and reduction of data tampering or theft.

Nevertheless, with more and more devices being used in daily life new risk are created. These emerging risks encompass (i) automatically generated data that are not necessary for service provisioning but its collection could potentially have severe privacy implication, (ii) data scattered across large distributed systems lead to a loss in control, and (iii) de-anonymization through linking data collected lead to an ever growing amount of devices.

The quality of the data collected is increasing with any additional information such as locations and environments (i.e. temperature/lights/sounds) leading to a higher value of the data for interested parties. With every further data set the validity and accuracy of another data set can be verified. For example if your iPhone location appears to be in Puerto Rico but the temperature measured by your FitBit on your arm wrist states −10 degrees one of the values must be wrong. Thus, potential device errors can be identified with every further information set that becomes available. Additionally, the amount of data created is rising exponentially enabling a clearer picture of the individual who is observed by these devices directly or indirectly based on i.e. the electricity use which can be attributed to individual devices.38

The aggregated data from various IoT devices add up to a total surveillance. For example the house sensors will know when to start the coffee machine and to pull up the blinds, thus the time when somebody gets up is known to the data collectors. The amount of coffee as well as the used products from the fridge will determine the number of people residing in the house on that day including their eating habits. The car will then communicate the driven route through its GPS system and the onboard entertainment will know the driver’s favorite music. The automated seatbelt warning system will know how many people are in the car. Mobile phones with their tracking and recording capabilities can ascertain a person’s whole day through the data collected by IoT devices. These collected data are in most cases not encrypted as its face value as singular data are very low. However, the risk lies in the combination of the automatically collected data from various sources into one database. Without privacy technologies such as automatic anonymization by replacing the unique identifier already at the earliest possible point the potential privacy infringements are steadily growing with the expansion of technology.

Automated processes must be implemented in IoT devices to ensure privacy by encrypting and anonymizing data such as location data that can be attributed to an individual person. Furthermore, the risk of reversing the anonymization through advanced technologies must be limited by increasing the security measures surrounding the data collection as well as implementing clear regulation as to the use, distribution and sale of such data.

Deletion rights and automatic data deletion is also an important aspect of ensuring privacy as the amount of data collected is growing exponentially and saved in various scattered databases thus an individual should retain the right to have the data deleted after a certain period or upon request. Probably over 200 billion sensors will be collecting data in 2020.39 In light of these estimates a need for further regulatory action is needed, in particular since the current frameworks for data protection are inadequate to address the issues raised by the IoT. For example, the EU Data Protection Directive still has a very old definition of personal data that equates “identifiable” with “identified” and thus results in an expansive view of the definition of personal data.40 From a legislative perspective, this expansive interpretation will enable a broad application

37 Ibid, 2059.
of data protection laws to many forms of technology. However, the impression prevails that the legislator is not aware of the nature of the IoT and the further technologies currently created. A rather nuanced approach seems necessary at least in respect of automatically created data as essentially the reality is such that everyone is identifiable without some sort of protection such as the above discussed anonymity approaches. Furthermore, IoT devices record data no matter what individual is affected thus leading to the risk of an unaware party being subjected to IoT surveillance.

3. Challenges for privacy regulations in the IoT

Based on the acknowledgment that the technological developments in relation to the IoT lead to substantial privacy risks and that the legal stability, founded on an appropriate regulatory agenda, must be increased, the interim conclusion has been drawn that an improvement of the data security environment is unavoidable. As mentioned, privacy enhancing technologies and privacy by design measures can be applied in order to increase the level of confidentiality and anonymity. Nevertheless, the tensions between technological innovations and traditional privacy laws will not diminish; therefore, the following last chapter attempts to give guidance in designing a legal privacy framework that tackles the queries of forward-looking data protection principles and also takes the important elements of data quality and context quality into account.

3.1. Determination of the relevant types of privacy infringements

Looking from the perspective of a normative framework, in the IoT context privacy can be infringed at various stages. The first stage is access by third parties to the collected data, the second is the use and distribution of data by the data collector and the third is the risk of data being combined with other data. Especially the third possibility is often not known by the party who is using the IoT devices supplying the data. In combination with other data sets new information about a person or situation can be generated which are of high commercial value for various data hungry enterprises and marketing firms.

Context information is any information that describes the quality of information. This includes information surrounding the collection of the primary data such as the status and attributes of the data collecting device. A large amount of context information may have to be collected and then aggregated or fused, allowing the inference of originally unforeseen context information, for example the power usage of a household, and linking this to travel patterns from mobile phone location data. This is not compliant with the data minimization principle of privacy law requiring the limitation of data collection to the furthest extent possible; in fact this may even allow deriving the user’s new information that was unknown or hidden so far, thereby increasing the risks of privacy violation. Low quality data may also allow to inferring false context information with potentially serious repercussions to the user’s privacy.

As the data are assumed to be created by the automated devices themselves a perceived higher level of trust is placed on them than on manually entered human data. This is of major concern as for example insurance companies are moving to monitor (i.e. the driving behavior of their customers) via such devices to ascertain the specific risks in accordance with personal characteristics and conduct. Today the customer must consent to and physically install the IoT monitoring device himself. But, in the future such data could be aggregated through the car system as well as through mobile devices carried on a person. The devices are also able to record GPS data and thus the speed a person is traveling. Adverse judgments affecting a person based on such data must be prevented through appropriate device safety measures as well as legislative limitations on data usage.

However, first awareness should be created in society as to the many privacy implications these devices can have on an individual. In particular, the real life consequences and their effect in light of human rights must be addressed. Questions such as to what extent a society wants to be controlled by devices must be adequately resolved. As explained, privacy enhancing technologies and privacy by design can lead the way in ensuring that the boundaries of the IoT are maintained.

3.2. Quality of data and quality of context

The quality of data and the quality of context are not yet sufficiently discussed issues even if these phenomena play an increasingly important role in the privacy debates related to the IoT. Quality of the data is to be insured by taking the environment in which it is collected into account. A context attribute may be unknown when there is no information about it, leading to incomplete context information. It may also be ambiguous as there is a risk of having contradictory information from different context sources. An attribute is imprecise when the reported information is correct but not provided with a sufficient degree or precision. Apart from precision, important factors in this regard are probability of correctness, resolution, trustworthiness and up-to-dateness of the data collected.

Quality of context (QoC) raises new issues of confidentiality that are not yet addressed by current research. QoC refers to information and not to the process neither the hardware components that possibly provide the information. A context attribute may be unknown when there is no information available about it, leading to incomplete context information and wrong interpretations. It may also be ambiguous as there is a risk of having contradictory information from different context sources. An attribute is imprecise when the reported information is correct but not provided with a sufficient degree or precision. As context data are by nature
dynamic and very heterogeneous, they also tend to be erro-
neous and not exactly reflecting the real state of the modeled
entity. Therefore, one solution that has been used for a
decade is to attach metadata to context information repre-
senting its quality.

The following examples illustrate the confidentiality issues
raised by QoC.\textsuperscript{43}

(i) John has a mobile phone equipped with positioning tech-
ology being interested to share his location that is
encoded using the Google address component type
format. John defines a policy to provide only the region
where he is, which consists in sharing the attribute of the
administrative area level 2 type according to the
Google format. By using this mechanism, John believes
that nobody will be able to track him. However, when
he is at the border of three regions R1, R2 and R3, within
a short period of time (10 min for instance), the loca-
tion data history will include the three different values
R1, R2 and R3. A third-party system may then deduce
that John is at the crossing border of the three regions.
As a consequence, the actual level of detail is then much
more precise than the one expected by John.\textsuperscript{44}

(ii) A recent study has proven that in an anonymized dataset
“where location of an individual is recorded hourly and
with a spatial resolution equal to that given by carrier
antenna, four spatio-temporal points are enough to
uniquely identify 95% of the individuals”. The spatial reso-
lution of antenna goes from 0.15 to 15 km\textsuperscript{2}. The fact is
highlighted that “a point on the MIT campus at 3AM is
more likely to make a trace unique that a point in down-
town Boston on Friday evening”.\textsuperscript{45}

These examples show that even low quality context data
are useful for data mining algorithms and reliable QoC infor-
mation will improve the efficiency of such algorithms. QoC
should be qualified as sensitive information because its value
and the potential effects it can have: The first step in prepar-
ing a security attack on networked systems is the
“reconnaissance phase” which objective is to collect informa-
tion about the target system in order to detect possible known
vulnerabilities. For example, TCP/IP stack fingerprinting con-
sists in collecting configuration values (e.g. the initial TTL and
window size fields) from a remote device during standard
network communications. The combination of parameters
values may then be used to infer what the remote machine’s
operating system is because different operating systems, and
different versions of the same operating system, set different
default values for these parameters. QoC might ease system
fingerprinting if different systems set varying default QoC
values. As a result, QoC is sensitive information that must be
protected too. QoC change is also sensitive information: Context-
aware computing in the IoT does not allow people to have the
power to switch off the system or to easily disconnect from
it. Some researchers have proposed to use the concept of white
lie to provide people with this capability.\textsuperscript{46}

QoC will also make white lying much more complex to
perform, as the following example shows:

Mary is a teenager who provides her location to her parents
with a high degree of detail. On Friday evening Mary tells her
parents that she is going to visit her grandmother. Actually,
she is lying and wants to see her friends who live near her
grandmother’s house. Thus, she uses the obfuscation mecha-
nism that changes the granularity level of her location
information. However, when her parents notice that the granu-
ularity level has changed, they can deduce that their daughter
lied to them by using algorithms for detecting changes.\textsuperscript{47} There-
f ore, obfuscation mechanisms must consider that white lies
cannot be used if QoC information is reliable.

3.3. Identification of transparency and data minimization
requirements

Transparency tools intend to improve the users’ understand-
ing and control of their data profile. Four characteristics that
such tools should possess appear to be important:

• provide information about the intended collection, storage
and/or data processing;
• provide an overview of what personal data have been dis-
closed to what data controller under which policies;
• provide online access to the personal data and how they
have been processed;
• provide counter profiling capabilities helping the user to an-
ticipate how their data match relevant group profiles, which
may affect future opportunities or risks.

Transparency was also acknowledged as an important
element of privacy in the Mauritius Declaration on the Inter-
net of Things, approved by the Data Protection and Privacy
Commissioners of more than 100 countries on 14 October 2014:
“Transparency is key: those who offer Internet of Things devices
should be clear about what data they collect, for what purposes and
how long this data is retained”.\textsuperscript{48}

Privacy as transparency is an important issue because
most PET are useless if people cannot use them efficiently or
if they are not implemented in an automated fashion. Privacy
as transparency is even more critical for the next IoT-based
distributed systems than it is in the existing web based
ubiquitous applications. The users (i.e. context data owners)
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will not only have to control the personal data that can be propagated from the terminals with which they directly interact (smartphone, laptop), but they will also have to handle the control of the data automatically produced by the connected devices they own. These data can surround them or are located in their living environments (home, office, etc.); they could be scattered across a large distributed system while facing issues such as heterogeneity and scalability. Despite the importance of this issue, limited research has been undertaken in this regard. Based on the international nature of the data collection and use a purely regulatory answer does not seem to be feasible. Rather a combined approach including technical standards set by the industry as well as general principles and independent certification seems to be the most viable option.

Data minimization aims to limit the collection and processing of personal data, its implementation can be done by encrypted aggregation techniques. Other approaches include perturbation and obfuscation: (i) Perturbation means that data get systematically altered using a perturbation function (e.g. adding random numbers). (ii) Obfuscation means that a certain percentage of data is replaced by random values (e.g. replacing with the mean).

Data minimization was developed as a major principle of data protection laws, mainly in Europe. This principle means that data not being relevant anymore for the purpose at the time of collection are not to be stored anymore. In the context of the IoT, data minimization must be balanced against the demands of civil society and businesses for more and more functionality. Once data are altered the question is to what extent it can still be used and what possibilities there exist for putting it back into its original state.

3.4. Acknowledgment of interoperability and connectivity

In the year 2014 the Open Interconnect Consortium was created; the new industry consortium focused on improving technological interoperability and defining the connectivity requirements for the billions of devices that will make up the IoT. The Open Interconnect Consortium (OIC) is focused on defining a common communications framework based on industry standard technologies to wirelessly connect and intelligently manage the flow of information among personal computing and emerging IoT devices, regardless of form factor, operating system or service provider.

According to a press release of 8 July 2014, the OIC has assembled leaders from a broad range of industry vertical segments (from smart home and office solutions to automotive and more). They participate in the program and ensure that OIC specifications and open source implementations support companies in the design of products that intelligently, reliably and securely manage and exchange information under changing conditions, power and bandwidth, even in case of lack of an Internet connection. This group, founded in 2014, is also attempting to create a normative framework for the Internet of Things despite the growing use of IoT devices.

What are the implications of IoT devices on the daily life of the individual? Take as example the announced Apple Watch. This is a device will know (1) who you are, (2) where you are via GPS, (3) what you are doing via accelerometer and gyroscope, (4) your health, and (5) even be able to monitor your mood. While there are security measures built into these devices, the ramifications could be significant if there is a failure. In light of growing concerns, Apple has changed its security infrastructure and now encrypts its cloud communication. This allows for safer data transfers but limits the ability to access the device if the user loses his password.  

4. Outlook

The main challenge for privacy in the context of IoT remains the management of the vast amount of data collected. Necessary technologies that ensure secure communication and storage of this data are currently being designed and implemented. However, the actual use and possible privacy implications of the IoT data remain largely unaddressed. In order to maintain a minimum level of privacy, industry standards must be created which limit the use and collection of data relating to sensible information such as health, religion or sexual orientation, etc. (being considered to be at the heart of personal privacy) and which are observed in many countries. Information relating to these matters collected by IoT devices must not be stored or processed in any form without the express consent of the individual concerned and appropriate measures should be taken to ensure that the data collected are not those of an unrelated individual.

The solution to the mentioned IoT challenges can only be tackled by a coordinated approach including a clear regulatory framework as well as technical measures which enhance the privacy of the collected data. First steps have been addressed from a technical side by the industry in setting international standards such as for the use of UHF RFID. However, on a regulatory level appropriate laws are still missing. Most of the laws are only concerned with basic data protection issues and do not address the particular and complex requirements of the IoT.

In this regard, action seems particularly necessary in light of research being able to predict the location of a person with 80% accuracy up to 80 weeks into the future. The more data an enterprise can acquire the more it knows about its customers and the better it can market its products. This is the reason why Google recently paid a very high price to buy Nest,
a company that produces thermostats and other home monitoring devices.\textsuperscript{52} This example demonstrates the movement of private enterprises into the private sphere of their customers by way of IoT devices; furthermore, it underlines the necessity to implement, as discussed, further privacy measures in order to regain control of one’s own data. Apart from the technological measures, mainly the general data protection principles are to be made fruitful for application in the IoT context, for example the improved transparency and data minimization principle.