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Abstract In recent years, two approaches to automatic content analysis have been intro-
duced in the social sciences: semantic network analysis and supervised text classification.
We argue that, although less linguistically sophisticated than semantic parsing techniques,
statistical machine learning offers many advantages for applied communication research. By
using manually coded material for training, supervised classification seamlessly bridges the
gap between traditional and automatic content analysis. In this paper, we briefly introduce
the conceptual foundations of machine learning approaches to text classification and discuss
their application in social science research. We then evaluate their potential in an experi-
mental study in which German online news was coded with established thematic categories.
Moreover, we investigate whether and how linguistic preprocessing can improve classifica-
tion quality. Results indicate that supervised text classification is generally robust and reliable
for some categories, but may even be useful when it fails.

Keywords Content analysis · Machine learning · Online news · Bayesian classifier

1 Introduction

The ever-growing amount of publicly available content from traditional media, web sites or
messages on platforms like Twitter or Facebook has challenged traditional methods of con-
tent analysis for more than a decade (Weare and Lin 2000). Apart from the largely unsolved
problems in representative sampling or the effective handling of multi-modal analysis of
textual and audiovisual material, the sheer quantity of potentially important text data calls
for automated solutions in collecting, preparing and coding. At the same time, many research
questions concerning new ways of public and/or interpersonal communication on the Internet
require large-scale analyses which cannot be conducted using manual coding techniques. The
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need for reliable and scalable solutions in analyzing messages has led to a renewed interest
in automatic or computer-aided methods of content analysis (Popping 2000; Krippendorff
2004a).

While traditional computer-aided methods like dictionary-based coding (Stone et al. 1966)
or co-occurrence-analysis (Doerfel and Barnett 1996) are still used for the majority of all
applied research in this area (Alexa and Zuell 2000), a number of new approaches to auto-
matic text analysis have recently found their way into the social sciences (Hillard et al. 2007;
Monroe and Schrodt 2008), most notably semantic network analysis (van Atteveldt 2008)
and supervised text classification (Sebastiani 2002).

We argue that supervised text classification, which uses superficial statistical algorithms
from machine learning, has the potential to become a standard method for quantitative content
analysis. By using manually coded material for training, supervised classification seamlessly
bridges the gap between traditional thematic and automatic content analysis. Unlike other
automatic approaches, supervised classification does not require a completely different way
of conducting content analyses. Rather, it can be added with little extra effort to any manual,
thematic content analysis (Roberts 2000), which is still the workhorse of communication
research.

In this paper, we will introduce the basics of machine learning-based text coding and
provide an empirical evaluation of its potential for applied content analysis. In the following
section, we will discuss the merits of supervised learning compared to other techniques.
We will then present the results of a feasibility study in which German news articles were
first coded manually and then automatically using a Naive Bayesian classifier. The principal
research question of this evaluation is how well supervised classification works and how it can
be improved by using various preprocessing techniques that are common in computer-aided
content analysis.

2 Why use machine learning for content analysis?

2.1 Traditional computer-aided content analysis

Since the seminal work of Stone et al. (1966) as well as Iker and Harway (1969), a number
of different approaches to automatic text analysis have been developed within and outside of
the social sciences. These techniques can be classified according to different criteria, such as
being thematic versus semantic (Roberts 1997) or supervised versus unsupervised (Hillard et
al. 2007). For the purpose of this paper, we will not discuss unsupervised approaches like text
statistics, stylometry, co-occurrence analysis or document clustering because most content
analyses are hypothesis driven rather than purely descriptive or exploratory. As unsupervised
methods neither require nor allow the researcher to specify the rules according to which con-
tent is coded, they cannot be used to enforce a specific interpretation or coding behavior. This
directed reception of messages, however, is the main premise under which content analyses
are conducted (Krippendorff 2004a).

The most frequently used approaches to automatic text coding using dictionaries or syn-
tactic parsers are rule based: the researcher specifies either words or parsing rules that are
deterministically applied to a given document (Stone et al. 1966; Schrodt et al. 1994). In a
thematic analysis, for example, an article may be coded as sports if it contains words like
referee, play-off or foul. In syntactic-semantic analyses on the proposition level, a parser may
extract named entities as actors or verbs as links between actors (van Cuilenburg et al. 1988;
King and Lowe 2003; van Atteveldt 2008).
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While dictionary-based approaches have been virtually unchanged since the development
of the General Inquirer in the 1960s (Stone et al. 1966), recent developments in computational
linguistics have had significant impact on the use of automated semantic network analysis
(van Atteveldt 2008). Syntactic parsers are available for many languages, as are additional
preprocessing tools like part-of-speech-tagger or lemmatizer (Manning and Schütze 1999;
Hotho et al. 2005). This enables researchers to quickly and reliably extract actors and concepts
from large text corpora (Schrodt 2010).

Dictionary- and parser-based approaches follow a deductive approach to operationaliza-
tion: In order to use them effectively, a researcher has to develop a complete and coherent
theory of how theoretical concepts of interest manifest themselves in natural language. Since
the coding by a computer is completely deterministic, researchers must carefully test and
refine the rules of classification or text extraction. This leads to a content analytic process
that is far removed from traditional manual coding—the result is a widening gap between
researchers who apply manual procedures and those who use elaborate computer algorithms.
While the development of valid dictionaries is already a challenging task that has often
taken much effort (Lasswell and Namenwirth 1968), the development or even application of
advanced parsers requires special knowledge that is rarely available in social science depart-
ments. This is especially problematic since, in most cases, the parsing and coding needs
to be tailored for any domain-specific research question. While the general framework of
semantic network analysis is language- and topic-agnostic (van Atteveldt et al. 2010), the
actual computerized document processing is not (van Atteveldt 2008).

2.2 Reconciling manual and automatic coding with supervised text classification

In contrast to the procedures described above, machine learning uses an inductive approach
of knowledge acquisition. A machine learning algorithm is trained with preceded data and
derives the rules by which the given decisions can be reproduced. In supervised text classi-
fication, an algorithm takes documents and their correct category assignments (classes) as
inputs, derives a “probabilistic dictionary” (Pennings and Keman 2002) from this data, and
uses this information for the classification of new documents. The training process for the
classifier bears a strong resemblance to conventional coder training, which is heavily based
on example documents (Krippendorff 2004a). The computer classifier is basically treated
like any human coder, albeit one with limited language skills and no contextual knowledge.
Since supervised learning is a purely statistical approach, it can be used in any language
and with any topic category (Hillard et al. 2007). Moreover, any manual thematic content
analysis can be automated by using the documents coded by humans as training and test data
for one or more supervised classifiers. Whether or not a category can successfully be coded
by a computer is, of course, an empirical question. For this purpose, it is straightforward to
conduct a coder-computer reliability test which uses the same metrics as conventional inter-
coder reliability tests.1 Given these advantages, supervised text classification can be seen
as a natural extension to conventional content analyses. Thereby, it becomes immediately
appealing for social science applications.

Unlike in semantic analyses, supervised classification makes no assumptions about syntax
but treats any text as a simple bag of words (Manning and Schütze 1999; Sebastiani 2002).
Consequently, the machine learning approach to content analysis is solely based on superfi-
cial, i.e. lexical, features of a text and the assumption that single words or word combinations

1 By convention, disagreement between a human coder and a classifier is almost always interpreted as a mis-
classification by the computer, indicating a lack of validity. However, since both training and test documents
are likely to include wrong category assignments, disagreement can also be seen as a reliability issue.
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(N -grams) provide enough information for thematic categorization. Therefore, inductive
text classification is not suited for research questions that focus on the structure of individual
assertions, nor can it be used to answer open-ended questions to the text which is the target
of algorithmic information extraction (King and Lowe 2003).

Supervised text classification has been one of the most extensively researched areas in
machine learning for more than a decade (Hillard et al. 2007). As a result, a variety of differ-
ent classification algorithms have been developed and evaluated, often in applications like
spam filtering (Cormack and Lynam 2007), opinion mining and sentiment analysis (Pang
and Lee 2008). In the social sciences, machine learning has been employed in the topical
classification of legislative and other legal documents (Purpura and Hillard 2006; Evans et
al. 2007), political blog postings (Durant and Smith 2007) and party manifestos (Laver et
al. 2003). However, very few studies have used supervised classification in communication
research, i.e. on regular media content (Leopold and Kindermann 2002; van Atteveldt 2008).
Furthermore, many evaluation studies used categories that are rarely employed in day-to-day
content analysis, which makes inferences about the real-world performance of this approach
somewhat difficult.

Another important research topic in text classification focusses on the application of auto-
matic linguistic preprocessing and its effects. This includes includes both statistical and
algorithmic procedures that aim at reducing irrelevant content which in turn should lead to
increased classification quality (Manning and Schütze 1999). Comparatively little research
has been conducted in this area, especially from a social science perspective (van Atteveldt
2008). Moreover, many common recommendations that preprocessing is necessary were
made at a time when coding was the only automatic step in an otherwise manually conducted
research process (Iker and Harway 1969; Landmann and Züll 2008). Thus, we argue that
further empirical research is needed and try to offer some answers in this paper.

In sum, machine learning promises to be an ideal complement and extension to classic the-
matic content analysis because (1) it directly uses manually coded documents as training data,
(2) is language and topic-agnostic, (3) can be used and evaluated in the same way as conven-
tional analyses and (4) requires little to no extra effort because data collected by hand-coding
can be used to quietly train and test a classifier in the background. Compared to traditional
methods of automated content analysis, supervised learning does not require different op-
erationalization strategies. Unlike traditional deductive approaches, the initial effort to get
started with automated coding is very low, which makes machine learning equally attractive
for small- and large-scale projects. All these arguments, however, are purely conceptual and
it remains to be tested whether supervised learning does actually work for thematic content
analysis.

3 Feasability study

3.1 Research questions and hypotheses

In the remainder of this paper, we present the findings from an empirical evaluation of
using supervised classifier for thematic content analysis. The principal research question for
this study is if—and to what extent—the text classification algorithms in machine learning
are suitable for social science applications. Consequently, we investigate the reliability and
validity of a supervised approach compared to manual coding.

Since all inductive methods of text classification rely on (hand-coded) training data, it is
obvious that automatic classification cannot outperform manual coding in terms of reliability
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and validity. Any automatic classification is only as good as its training material. However,
it is yet unclear if there is a linear relationship between the reliability of the manual and the
automatic text classification. Two arguments can be made to support such a notion: First,
categories that rely mainly on the lexical and syntactical content of a message are more
readily recognized by human coders and the machine learning algorithm, whereas coding
semantic or even pragmatic aspects of texts is often subject to coders’ judgments (Potter
and Levine-Donnerstein 1999; Krippendorff 2004a). This is a conceptual argument that is
inherent to the way content analysis works. Second, if the training data is less polluted by
misclassifications, it is easier to develop a statistical model for classification. Sheng et al.
(2008) demonstrate that in many situations, it is desirable to invest in the quality rather than
the amount of the training data. This leads us to our first hypothesis:

H1 Categories that are more reliable when coded manually will also be more reliable in
supervised classification.

The second part of our primary research question is: how can classification performance
be optimized by preprocessing the text data? Many scholars in the field recommend and
perform various statistical or linguistic preprocessing steps (Popping 2000; van Atteveldt
2008; Landmann and Züll 2008). Often, the central aim of these steps is the reduction of
features, often by removing words or parts of words considered noise. The most frequently
used techniques are lemmatization or stemming, i.e. the substitution of inflected word forms
with their stems or lemmas, text filtering, i.e. the removal of extremely frequent (stop words)
or infrequent words in a corpus. Both stemming and stop word removal are relatively easy
to implement and do not require complex linguistic machinery.2 Although empirical find-
ings concerning the benefits of stemming and stop-word removal are mixed (Leopold and
Kindermann 2002), we follow common recommendations and therefore expect a positive
effect on classification quality because of the potential noise reduction:

H2 Both stemming and the removal of frequent (stop) words improves classification
quality.

Finally, we ask whether the supervised classification of online content can be enhanced
by a different kind of preprocessing: the extraction of the relevant text from a complex web
page. In manual analyses of online content, web sites are often downloaded more or less com-
pletely using mirroring software and then hand-coded with the help of a common browser
software. Since the HTML document is displayed graphically using different styles, colors or
supporting images, human coders have little difficulty in recognizing the relevant document
parts for any category. Automatic text classification, on the other hand, often only extracts
textual features like words or chars with no regard for structure or layout. Therefore, it is
far more difficult for the computer to recognize the relevant part of a document for classifi-
cation. Since web pages can vary greatly in their composition, it would be desirable if text
classification worked irrespective of any additional markup. If that were the case, no further
preprocessing would be required. Alternatively, classification quality for online content could
be improved by filtering out the irrelevant text before proceeding with the analysis. Recent
studies indicate that cleaning up complex documents leads to better classification quality (Li
and Ezeife 2006), which leads to our final hypothesis:

2 More linguistically challenging procedures include part-of-speech-tagging, real lemmatization or anaphora
resolution (Hotho et al. 2005; van Atteveldt 2008). These require comparatively sophisticated and language-
specific software algorithms, which makes them less attractive for conventionally trained communication
researchers.

123



766 M. Scharkow

H3 The automatic extraction of the main text from a HTML document improves thematic
classification.

If any of the mentioned preprocessing steps do not significantly improve the reliability and
validity of the text classification, it will be even more straightforward to integrate the machine
learning approach into common content analytic procedures. Since most of the preprocess-
ing tasks except the body text extraction are language-specific, much effort in multilingual
automatic content analyses could be saved by their omission. However, all this rests on the
premise that machine learning is suited for thematic content analysis.

3.2 Method

Sample In order to conduct the evaluation study in a realistic setting, we used a sample of
articles from 12 German news web sites.3 The data collection was fully automated using a
custom software that permanently retrieves all news published in the RSS feed of the site
and stores them in a database together with meta data like the publication date or the original
URL. Using simple text replacement rules, the tool downloads a printable version of an article
in order to minimize undesired content like navigation or advertisements.

For the actual coding, we drew a random sample of 1,000 documents from 208,000 arti-
cles that were published between June 2008 and May 2009. After removing documents that
contained little or no textual content, a total of 933 documents were then coded by eight
trained annotators.

Classification algorithm and software In the past decade, many supervised classification
algorithms have been developed and tested in various settings. Since this study is not about
comparing algorithms, we chose a simple Naive Bayes (NB) classifier with enhanced fea-
ture selection. NB classifiers have been shown to be fast, robust and well suited for many
classifications tasks (Durant and Smith 2007; Hillard et al. 2008). The NB model follows
the assumption that the category or class of a document can be derived from the conditional
probability of being in category c given it contains word (or more generally feature) w.
The feature occurrences in the training data are used to compute the conditional probability
P(w|c), e.g. the probability that the word referee is found in a sports article. With these
individual probabilities and a given document, it is possible to compute the probability that
it is about sports.

P(c|w) ∝ P(c)P(w|c) (1)

From the vast amount of software implementations, we selected the OSBF-Lua library devel-
oped by Assis (2006) which has won multiple competitions in spam filtering, is open source
and has a simple front end which consists mainly of the train and classify commands.
OSBF-Lua uses sparse bigrams instead of single word features which significantly improves
classification accuracy (Siefkes et al. 2004).

Measures Apart from the use of actual news material, a second important step in order to
ensure the ecological validity of the evaluation is the choice of content-analytic measures.
The codebook used in this study is comprised of categories which have repeatedly been
applied in traditional manual analyses. Specifically, we used eight variables that cover either

3 This included the online versions of seven daily newspapers such as sueddeutsche.de oder faz.net, three
weeklies such as spiegel.de and zeit.de, and the two public service broadcasting news tagesschau.de and
heute.de.
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Table 1 Inter-coder reliability for the manual content analysis

Variable Percent agr. C IAcc Kripp. α C Iα nArt

National politics 0.90 0.87–0.92 0.69 0.60–0.76 373

International politics 0.93 0.90–0.95 0.76 0.65–0.82 373

Pol. economics 0.93 0.91–0.95 0.74 0.65–0.83 373

Sports 0.99 0.98–1.0 0.98 0.93–0.99 395

Disasters, accidents 0.95 0.93–0.97 0.67 0.54–0.80 373

Crime 0.92 0.89–0.95 0.67 0.56–0.77 373

Controversy 0.69 0.65–0.74 0.49 0.40–0.56 373

Prominence 0.71 0.66–0.75 0.72 0.66–0.77 373

Confidence intervals are bias-corrected percentile intervals from bootstrapping (Hayes and Krippendorff 2007)

the topic of an article or different news factors which are frequently used in analyses of news
(Eilders 2006). For the thematic variables, we used codebooks by Bruns and Marcinkowski
(1997) and GöFAK Medienforschung (2010); news factors were operationalized according
to Fretwurst (2008). Most variables are dichotomous, with news factors Controversy and
Prominence being coded on a three-point ordinal scale.

About one third of all documents were coded independently by at least two persons in
order to ensure proper coverage for the reliability tests. The selection of test documents hap-
pened during the normal coding, so that inferences can be made for the whole coding process.
Table 1 summarizes the reliability of the coding for all variables. All thematic variables show
high levels of inter-coder agreement that are in line with the reliability reported in the original
studies. However, since simple percent agreement (Holsti 1969) is often positively biased, we
prefer the chance-corrected coefficient alpha developed by Krippendorff (2004b). A closer
look at the columns for α reveals that most variables have acceptable levels of reliability,
with the notable exception of Controversy.

Procedure The empirical evaluation of the classification quality follows a typical train-
classify-compare process (Manning and Schütze 1999), which is then varied according to a
factorial treatment plan. A single evaluation run is comprised of the following steps:

1. For every document in the sample, a correct or gold-standard category or label is selected
according to the manual coding. In case a document has been annotated by more than
one coder, the category is randomly chosen from the codes given. This is necessary in
order to account for the imperfect reliability of the manual coding.

2. The sample is partitioned into ten equal folds, with one fold reserved for testing, the
other nine for training the classifier. This is repeated for all ten sets, so that we have a
tenfold cross validation, with every document used once as a test case.

3. The classifier is trained using all documents (in random order) in the training set. If nec-
essary, different treatments are applied to the documents before training (and testing).

4. The documents in the test set are automatically classified, and the classifications com-
pared against the known manual categories. This yields a simple misclassification table
which can be summarized afterwards.

The whole process is repeated according to a full factorial design with replications. Three dif-
ferent treatments are applied to the documents before training and testing. These treatments
are:
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Table 2 Classification quality for supervised learning

Variable CRa CRa–CRm αa αa–αm Precision Recall

National politics 0.86 −0.04 0.55 −0.14 0.65 0.63

International politics 0.89 −0.04 0.61 −0.15 0.77 0.60

Pol. economics 0.90 −0.03 0.61 −0.13 0.65 0.69

Sports 0.96 −0.03 0.84 −0.14 0.94 0.80

Disasters/accidents 0.93 −0.02 0.17 −0.50 0.78 0.12

Crime 0.86 −0.06 0.36 −0.31 0.66 0.32

Controversy 0.62 −0.07 0.30 −0.19 0.62 0.52

Prominence 0.60 −0.11 0.45 −0.27 0.73 0.63

Subscripts a and m indicate manual and automatic coding. Precision and recall only apply to automatic coding

Stemming The removal of common suffixes, using the algorithm by Porter (1980)
adapted for the German language.

Stop word removal The 1,000 most common words in German are removed from the text,
using a list from the Wortschatz project.4

Text extraction The body text is extracted from raw HTML using an algorithm by Finn
et al. (2001).

In order to account for the variability in the results induced by (a) the choice of true categories
in documents with multiple codings and (b) the composition of the folds, each experimental
condition is replicated eight times for all eight variables coded. The analyses are therefore
based on n = 512 evaluation runs for the full factorial design.

3.3 Results

In general, the results of this study indicate that supervised classification is a viable option for
simple thematic content analyses but does not work reliably in all categories. Table 2 displays
the reliability scores for the automatic classification as well as differences between manual
and automatic coding quality. The most reliable category is Sports, which can be classified
with very high accuracy (0.96). The categories for various political topics are also quite suited
to supervised classification. This is not surprising, given that topical classification heavily
relies on lexical features without much need for syntactic or semantic analysis. Looking
at the simple accuracy measures, one could easily come to the conclusion that supervised
classification is almost as good as manual coding. The average difference in accuracy is only
about 5%, which is acceptable for automatic coding.

As argued by Krippendorff (2004b) and others (Eugenio and Glass 2004; Reidsma and
Carletta 2008), simple accuracy measures are often upwardly biased when categories are
unevenly distributed. Since a Bayesian classifier uses the class proportions as prior probabil-
ities, high percent agreement could be a result of guessing according to the class distribution
rather than successful learning. In order to assess the actual coding quality, chance corrected
measures such as Krippendorff’s α are therefore preferable.

Looking at these coefficients, one can see that automatic coding is still reliable and valid
for Sports and acceptable for Politics. However, the limitations of the supervised learning
approach become clear when we look at the results for the more difficult variables, notably
Controversy and Crime. The chance-corrected reliability of the classification of 0.3 and 0.36

4 http://wortschatz.uni-leipzig.de/Papers/top1000de.txt.
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Fig. 1 Relationship between inter-coder reliability and classification quality

is clearly insufficient. The variable Disasters/Accidents cannot be reliably classified at all.
A closer examination of the classification quality in terms of Precision and Recall (Manning
and Schütze 1999; Krippendorff 2004a) reveals that supervised classification is systematic.
In most cases, precision is higher than recall, i.e. the number of false negative classifications
often exceeds the false positives.5 In other words, the classifier rarely misclassifies a true
crime-related article but overlooks quite many of them. There are two plausible explanations
for these results: First, the decision of whether an article refers to a crime or controversy
requires quite a lot of contextual knowledge, i.e. what is a crime, disaster or what constitutes
a controversy. Human coders who lack this knowledge also struggle to correctly classify
these articles. Second, Disasters/Accidents and Crime are comparatively rare categories (the
former more so than the latter, with a prevalence of only 7% while crime occurs in 16% of
all documents), and the classifier may simply not have enough training material to develop
a stable statistical model.

In order to inspect this issue we analyzed the relationship between inter-coder and clas-
sification reliability. Figure 1 displays the data for both percent agreement (accuracy) and
Krippendorff’s α coefficient. Looking at simple agreement statistics, we see a nearly perfect
linear relationship between manual and classification accuracy. This, however, is mostly due
to the fact that there is very little variation in this coefficient across the different categories.
Again, a look at the chance-corrected coefficient provides some more information about the
classification quality. For most variables, the automatic coding is about 20% less reliable than
the manual annotation, with a strong linear relationship between the two (see also Table 2).
The variable Disasters is clearly less reliably automated than expected, while Controversy
is somewhat better suited for supervised classification.6 Given these results, we suspect that
the bad performance of the classifier in recognizing news about accidents and disasters can
be explained by the insufficient quantity of training material rather than its quality.

A more detailed look into the supervised classification process is given in Table 3 which
summarizes the results for a regression analysis of the factorial experiment. The table dis-
plays the main and interaction effects of the three preprocessing steps on classification qual-
ity. In addition to the simple accuracy measure and Krippendorff’s α, the effects of the

5 All variables were dichotomized before computing precision and recall.
6 In fact, the correlation between manual and classification reliability is r = 0.96 if both variables are omitted.
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Table 3 Effects of preprocessing on classification quality for different categories, unstandardized regression
coefficients and standard errors

Kripp. α Accuracy Precision Recall

Stemming −1.5 (0.5) −0.5 (0.2) −0.7 (1.6) −1.2 (0.8)

Stop word removal −5.2 (0.5) −2.6 (0.2) −4.1 (1.6) 1.1 (0.8)

Text extraction 9.8 (0.5) 3.6 (0.2) 15.6 (1.6) 0.7 (0.8)

Stemming × Stop 0.4 (0.6) −0.2 (0.3) −2.0 (1.8) 1.5 (0.9)

Stemming × Text Extr. −0.4 (0.6) 0.3 (0.3) −2.3 (1.8) −0.2 (0.9)

Stop × Text Extr. −0.2 (0.6) 1.2 (0.3) 0.7 (1.8) −4.5 (0.9)

Full factorial design with replications, n = 512

preprocessing procedures on precision and recall were also estimated. For improved read-
ability, all dependent variables have been rescaled, i.e. multiplied by 100.

Since the experiment was conducted in a highly controlled setting, and the regressions
included intercept terms for every variable in the codebook, nearly all variance in the reli-
ability and validity coefficients can be explained by the model. It is interesting to note that
our study corroborates the old saying that content analysis is all about the categories. Nearly
92% of all variance in the data is between the different categories, with the experimental
treatments accounting for about 5%. The residual variance is then due to the partitioning of
the folds and the selection of correct labels for documents that we annotated by more than
one coder.

The results of the experimental evaluation show that neither stemming nor the removal of
common stop words improves classification accuracy. On the contrary, removing the most
frequent words significantly and consistently decreases the performance of the supervised
classifier. This can be explained by the fact that OSBF-Lua, like many advanced classifiers,
uses bigrams instead of single words as features. Consequently, much of the semantics in
negations or other common idioms that contain stop words is lost if these are removed in
advance. Since these features may be highly discriminant for the classes, their omission leads
to worse performance. Contrary to common recommendations and the findings of Braschler
and Ripplinger (2004), the use of stemming has a very small negative effect on classifier
performance of German texts. According to our results, both preprocessing steps may be
omitted in supervised classification tasks.

The algorithmic extraction of the main text from a complex HTML document is the
one preprocessing step which significantly improves classification performance. Removing
unnecessary features from documents especially enhances the precision of classification, so
that fewer false positives occur. This means that when applying text extraction, one can be
quite certain that a document classified as political news or controversial does really belong in
this category. The positive effect of text extraction varies across the categories and is as large
as 20% for Crime and 50% for Disasters/Accidents. Apart from the improved classification
quality, automatic text extraction significantly speeds up the whole classification process as
the average document size is reduced by more than 90%. We can therefore recommend this
practice for the classification of online content.

One final important finding from our evaluation is that the recall measure cannot be
improved by using any preprocessing. Recall is consistently lower than precision under all
conditions in the experiment. Consequently, one cannot reliably use supervised classifiers as
a filtering tool for manual content analyses as many important articles may never be seen by
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a human coder. Of course, one can modify the classification algorithm in order to optimize
the recall, but given a limited training set, automatic classifiers will often fail to recognize
all important aspects of a topic such as crime or disaster.

4 Discussion

Our evaluation has demonstrated that machine learning is a viable option when research-
ers want to apply codebooks developed for manual analysis to large document corpora. It
serves its purpose particularly well in situations where categories are well defined and reli-
ably coded by hand. In general, supervised automatic coding is about 15% less reliable than
human judgement, although there are both positive and negative exceptions to this rule. The
computer has difficulties with categories that rely on contextual knowledge, like some news
factors. However, these categories are often difficult for human coders as well. Supervised
learning is also unsuited for rare categories because it takes a few dozen or even hundreds
of positive training documents to establish a stable statistical model for classification. None-
theless, there are many situations in which a researcher would gladly accept a certain loss of
reliability and validity in order to be able to code thousands of documents quickly without
additional effort. Answering Schrodt (2010), we can safely say that there is no need to filter
out sports or business news by hand anymore.

The experimental study also showed that most preprocessing steps do not improve super-
vised classification, with the specific exception of text extraction for web content. Put differ-
ently, machine learning is a very robust tool which can deal with noisy documents. Since all
language-specific preprocessing steps did not improve classification, the supervised approach
can basically be used with every topic model and for every language without any modifi-
cations to the software. This means that it is possible to develop a unified content analytic
workflow that incorporates manual coding and automatic text classification without losing
generality. In this setting, machine learning is useful even if the actual classification is not
reliable and valid enough for serious inferences. Since the classifier software behaves like a
naive coder, many misclassifications actually help the researcher to refine the codebook by
indicating vague or unclear coding instructions. In that way, using automatic techniques can
improve traditional content analyses without extra cost.

Supervised classification is certainly not a silver bullet solution to all content analytic
problems. It covers only one (but an important) type of analysis—thematic coding at the
document rather than the sentence level. We agree with van Atteveldt et al. (2010) that the
analytic potential and reusability of data generated in semantic network analysis cannot be
matched by machine learning approaches. On the other hand, supervised classification is
applicable in a wider variety of settings, can be used without extensive adaptation and is
strongly centered on human judgment rather than linguistic or technical issues. It is therefore
neither difficult nor costly to further test its potential and limits in empirical research.
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